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We investigate an RL problem where the high-level
knowledge is in the form of reward machines, i.e., a type
of Mealy machine that encodes non-Markovian reward
functions.

We present an iterative algorithm that performs joint
inference of reward machines and policies (JIRP) for RL
(more specifically, q-learning).

We implement the proposed JIRP approach and compare
it with three baseline methods. We evaluated them in
three scenarios: an autonomous vehicle scenario, an
office world scenario, and a Minecraft world scenario,
running a set of tasks for every scenario.

The experiments show that the proposed JIRP approach
significantly outperforms the three baseline algorithms in
all three scenarios.
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Conclusion

Challenges in RL

Methodology

We proposed an iterative approach that alternates
between reward machine inference and RL for the
inferred reward machine.

Future work:
First, we are interested in exploring a scenario in which
the reward machine is not known, but a number of hints
(properties) about the reward are given.

Second, we will explore methods that can infer the
reward machines incrementally.

Finally, the method to transfer the q-functions between
equivalent states of reward machines can be also used for
transfer learning between different tasks where the
reward functions are encoded by reward machines.
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Sampling efficiency can be improved by at least 
20 times!

Task: get mail at m, then 
deliver the mail to the office o,
finally go to the front desk d
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