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Introduction

Autonomous penetration testing (pen-testing) aims to assess the security
of a network by finding and exploiting vulnerabilities. We view pen-testing
as a sequential decision problem with three sources of uncertainty (table
1). In this work we introduce a pen-testing model that can
handle all three sources of uncertainty and demonstrate its
effectiveness in two benchmark scenarios (fig. 2).

Method Partial Unreliable Defender
observability actions

Attack planning [1] no yes no
POMDP [2] yes yes no

Stochastic game [3] no yes yes
This paper yes yes yes

Table 1:Autonomous pen-testing: current state and sources of uncertainty.

Modelling the Defender

The pen-tester and defender observe each other only indirectly via changes
to the network state. We propose to model the defender as a
Markovian Arrival Process (MAP) which represents the ex-
pected time the defender takes to mitigate an attack. For this
work we use the Bernoulli process with a single parameter: the informa-
tion decay factor d (fig. 1).

Figure 1:Bernoulli Process where d models the defender mitigating the attack.

D-PenTesting

Given a pen-testing POMDP model P = 〈S,A, T,O, Z,R, γ〉.

Define Pd = 〈S,A, Td, O, Z,R, γ〉, with transition Td for state variable sj:

Td
s′j | sj, a

 =



T
s′j | sj, a

 if a changes or observes sj
d · 1
|S′j|−1 else if s′j 6= sj

1− d otherwise.
Requires knowing d beforehand.

LD-PenTesting

Uses Bayesian Reinforcement Learning to learn the defenders model online.

Define Pld = 〈Sld, A, Tld, O, Zld, Rld, γ〉:

Sld = S ×D
Zld(〈s, d〉, a, o) = Z(s, a, o)
Rld(〈s, d〉, a) = R(s, a)

Tld(〈s, d〉, a, 〈s′, d′〉) = Td(s, a, s′) ·∆dd′

Where D represents possible values of d, discretised to resolution δ and
∆dd′ is the Kronecker Delta (identity) function.

Results

We tested our approach on two benchmark scenarios extended to be partially observable
and multi-agent [2, 3].

Figure 2:Performance of our approach for two benchmark scenarios (columns). The bar plot graphs
compare the performance of pen-testing models for each defender. The line graphs show performance of
D-PenTesting for different values of d.

Conclusion

In this work we:
1.presented an efficient abstract defender model based on a MAP,
2.used this model to create D-PenTesting and LD-PenTesting which can handle all
three sources of uncertainty present in pen-testing (Table 1),
3. showed the effectiveness of our approach in two benchmark scenarios.
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